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a b s t r a c t

A key aspect of handwritten document examination is to investigate whether some portion of the text
was modified, altered or forged with a different pen. This paper demonstrates the use of hyperspectral
imaging for ink mismatch detection in a handwritten note. We propose a novel joint sparse band
selection technique that selects informative bands from hyperspectral images for accurate ink mismatch
detection. We have developed an end-to-end camera-based hyperspectral document imaging system
and collected a database of handwritten notes which has been made publicly available. Algorithmic
solutions are presented to handle specific challenges in camera-based hyperspectral document imaging.
Extensive experiments show that the proposed band selection method selects the most informative
bands and improves average accuracy up to 15%, compared to using all bands.

& 2015 Elsevier Ltd. All rights reserved.

1. Introduction

The human eye is sensitive to light in the visible range to
distinguish materials based on their color [1]. However, humans
are unable to distinguish between two apparently similar colors
[2] due to the trichromatic nature of the human visual system.
When a document is manipulated with the intention of forgery or
fraud, the modifications are often done in such a way that they are
hard to catch with a naked eye. The forger not only tries to
emulate the handwriting of the original writer, but also uses a pen
that has a visually similar ink compared to the rest of the note.
Hence, analysis of inks is of critical importance in questioned
document examination.

The outcome of ink analysis can potentially lead to the
determination of forgery, fraud, backdating and ink age. Of these,
one of the most important tasks is to discriminate between
different inks which we term as ink mismatch detection. There
are two main approaches to distinguish inks, destructive and non-
destructive examination. Chemical analysis such as thin layer
chromatography (TLC) [3] is a destructive test which separates a
mixture of inks into its constituents via capillary action. However,
TLC compromises the originality of a sample, of a forensic
evidence. Furthermore, observing any noticeable differences in a
chromatograph incurs considerable time.

An alternative approach is to employ spectral imaging to
differentiate apparently similar inks. Spectral imaging captures
subtle differences in the inks which is valuable for mismatch
detection as shown in Fig. 1. A hyperspectral image (HSI) is a series

of discrete narrow-band images in the electro-magnetic spectrum.
In contrast to a three channel RGB image, an HSI captures finer
detail of a scene in the spectral dimension as shown in Fig. 2.
Hyperspectral imaging has recently emerged as an efficient non-
destructive tool for detection and identification of forensic traces
such as bloodstain analysis and latent print analysis [4]. It is also
useful to questioned document examination for ink discrimina-
tion, document age estimation and restoration of historical docu-
ments [5–8].

Brauns and Dyer [9] developed a hyperspectral imaging system
for forgery detection in potentially fraudulent documents in a non-
destructive manner. They prepared written documents with blue,
black and red inks and later introduced alterations with a different
ink of the same color. Using fuzzy clustering, the ink spectra were
grouped into one or more cluster indicating their degree of associa-
tion. They qualitatively showed that the inks can be separated into
two different classes. The absence of quantitative results and slow
imaging process collectively limit the applicability of their system to
practical ink mismatch detection. In contrast, our approach is
quantitative instead of qualitative-subjective analysis.

A relatively improved hyperspectral imaging system for the
analysis of historical documents in archives was developed by
Padaon et al. [10]. Their use of narrowband tunable light source
reduced the chances of damage to a document due to excessive
heat generated by a strong broadband white light source. How-
ever, its extremely slow acquisition time (about 15 min) [11]
resulted in prolonged exposure. Therefore, the benefit gained by
a tunable light source may be nullified and the productivity of the
system in terms of the number of documents captured is reduced.
Our proposed system captures hyperspectral images in only a
fraction of that time using an electronically tunable filter which is
fast, precise and has no moving parts.
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In commercial hyperspectral document imaging systems [4,12]
the examiner needs to select a suspected portion of a note for ink
mismatch analysis. The examiner has to search through hundreds
of combinations of the different wavelengths to visually identify
the differences in inks, which is laborious. For instance, to analyze
a 33 band HSI in an exhaustive search, the total number of band
combinations is of the order of E1010, which is not feasible in
time critical scenarios. This procedure is not required in our
proposed automatic document analysis approach. Note that acqui-
sition of all bands is time consuming and limits the number of
documents that can be scanned in a given time. Moreover, the
resulting data is huge and some bands with low energy contain
significant system noise. Therefore, it is desirable to select the
most informative subset of bands, thereby reducing the acquisition
time, and increase the accuracy by getting rid of the noisy bands.
Since, hyperspectral images are densely sampled along the spec-
tral dimension, the neighboring bands are highly correlated. This
redundancy makes hyperspectral images a good candidate for
sparse representation and band selection [13].

Hedjam and Cheriet [14] proposed a hyperspectral band selec-
tion algorithm based on graph clustering. They created a band
adjacency graph in which the nodes represent the bands and the
edges represent the similarity weights between bands. Markov
clustering was then used to form distinct clusters of highly
correlated bands. In contrast, Martinez et al. [15] proposed a
hierarchical clustering structure which minimizes certain distance
measures (KL-divergence, MI, etc.) to reduce redundancy in
adjacent bands. In both approaches, clustering results in groups
of highly correlated bands, and a new challenge of selecting a
representative band which accounts for maximum information
within each cluster arises. Unlike clustering based methods, sparse
representation explicitly indicates a selection of bands which is
representative of the maximum information in the complete
hyperspectral data. One such approach is to optimize a subspace
projection while simultaneously selecting features in a supervised
manner [16].

We propose joint sparse PCA (JSPCA) that computes a PCA
basis by explicitly removing the non-informative bands in an
unsupervised manner. The joint sparsity ensures that all basis
vectors share the same sparsity structure whereas the complete
hyperspectral data can be represented by a sparse linear combi-
nation of the bands. Our work is most similar to Xiaoshuang et al.
[17], who solved a linear system for sparse PCA with an ℓ2;1

constraint for joint sparsity. However, a major drawback of their
closed form regression is the instability of solution at high joint
sparsity constraint. In contrast, our proposed algorithm produces
jointly sparse solutions due to a robust iterative optimization
scheme. We demonstrate the joint sparse band selection (JSBS)
algorithm for hyperspectral ink mismatch detection and show
that it selects fewer bands with higher accuracy compared to the
state-of-the-art.

This paper is a significant extension of our preliminary work on
ink mismatch detection [18]. The main contributions of the work
are:

� A novel joint sparse PCA (JSPCA) algorithm for dimensionality
reduction and feature selection.

� A joint sparse band selection (JSBS) technique for automatic ink
mismatch detection.

� An efficient hyperspectral document imaging system and collec-
tion of a new public database of writing ink hyperspectral
images.1

The rest of this paper is organized as follows. In Section 2, we
present the proposed ink mismatch detection methodology. In
Section 3, we describe the database specifications, acquisition and
normalization. Section 4 provides details of the experimental
setup, evaluation protocol, and analysis of the results. The paper
is concluded with a discussion in Section 5.

2. Ink mismatch detection

Ink mismatch detection is based on the fact that the same inks
exhibit similar spectral responses whereas different inks are
spectrally dissimilar [18]. We assume that the spectral responses
of the inks are independent of the writing styles of different
subjects (which is a spatial characteristic). Thus, unlike works that
identify hand writings by the ink-deposition traces [19], our work
solely focuses on the spectral responses for ink discrimination. In
the proposed ink mismatch detection framework, the initial
objective is to segment handwritten text from the paper. The next
task is to select features (bands) from the ink spectra by the
proposed band selection technique. Finally, the class membership
of each ink pixel is determined by clustering of the ink spectral
responses using selected features.

Notations: In the following text, a scalar is denoted as lowercase
letter (i), a vector as a lowercase letter in bold font (x), and a
matrix as an uppercase letter in bold font (X). Xij is the ði; jÞth
element of a matrix. xi is the ith row and xj is the jth column of a
matrix. X US is the submatrix obtained by indexing the columns of
X by the index set S (X US indexes the rows). All vectors are treated
as column vectors.

2.1. Handwritten text segmentation

Consider a three dimensional HSI IARx�y�p, where (x,y) are the
number of pixels in spatial dimension and p is the number of bands in
the spectral dimension. The objective is to compute a binary mask
MARx�y which associates each pixel to the foreground or back-
ground. The ink pixels (text) make up the foreground and the blank
area of the page is the background. A global image thresholding
method, such as the Otsu [20] is ineffective because of the non-
uniform illumination over the document (Fig. 3(a)). A local image
thresholding method such as Sauvola and Pietikäinen [21] with an
efficient integral image based implementation [22] more effectively
deals with such illumination variations. The Sauvola's method gen-
erates a binary mask according to

Mij ¼
1 if Iij4μij 1þκ

σij

r�1

� �� �
0 otherwise

8<
: ð1Þ

Fig. 1. The images highlight the discrimination of inks at different wavelengths
offered by spectral imaging. A word written in two different blue inks is shown in
this example. Observe that the two inks appear similar at short wavelength and
gradually appear different at longer wavelengths. (For interpretation of the
references to color in this figure caption, the reader is referred to the web version
of this paper.)

1 UWA Writing Ink Hyperspectral Image Database http://www.csse.uwa.edu.
au/�ajmal/databases.html.
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where

μij ¼
1
w2

Xðwþ1Þ=2

a ¼ �ðw�1Þ=2

Xðwþ1Þ=2

b ¼ �ðw�1Þ=2
Iðiþa; jþb; cÞ

σij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
w2

Xðwþ1Þ=2

a ¼ �ðw�1Þ=2

Xðwþ1Þ=2

b ¼ �ðw�1Þ=2
Iðiþa; jþb; cÞ�μij

vuut

where (μij;σij) are the mean and standard deviation of a w�w patch
centered at pixel (i,j). The factors κ and r jointly scale the standard
deviation term between (0,1). The value of r is fixed to the maximum
possible standard deviation of the patch which is 128 for an 8-bit
image. We empirically found that a patch size w �w¼ 32� 32 and
κ ¼ 0:15 give good segmentation results.

Independently applying thresholding to the p bands will result
in p different masks which requires reduction to a single mask.
Since the intensity of foreground pixels in different spectral bands
is variable, the binarization results of each band are not identical.
One solution is to merge multiple band binarization masks to get a
single binary mask [23]. An alternative is to apply threshold to a
single representative band and propagate the same mask to all the
bands. This approach is valid if all bands are spatially aligned
(which is true in case of stationary document images). We resort
to the latter strategy since choosing a representative band for
binarization is straightforward. For instance, the band with the
highest contrast (640 nm band, c¼25) can be chosen (Fig. 3(b)).
We observed that selecting any other band in the range
[620 nm,660 nm] resulted in the same mask for various colored
inks. Fig. 3(c) and (d) shows the results of Otsu and Sauvola
binarization methods. Observe that Sauvola's method performs
better, whereas Otsu's method returns an inaccurate mask due to
non-uniform illumination.

2.2. Sequential forward band selection

Feature selection aims to find the feature subset that max-
imizes a certain performance criteria, generally accuracy [24]. In
this section, we aim to find a subset of bands which maximizes ink
mismatch detection accuracy (defined later in Section 2.4) by a
sequential forward band selection (SFBS) technique. The procedure
is described in Algorithm 1. Let X¼ ½x1; x2;…; xn�> be the matrix
of n normalized spectral response vectors, xARp, each corre-
sponding to one ink pixel. In the first step, the mismatch detection
accuracy of each of the p bands is computed individually. The band
with the highest accuracy is added to the selected band set, S and
removed from the remaining band set R. From the remaining p�1
bands in R, one band at a time is combined with S and the
accuracy is observed on the new set. If the accuracy increases, then
the added band which maximized accuracy combined with the
previously selected bands is retained in S and removed from R.
This process continues until adding another band to S reduces

accuracy. In case all bands are added to S (which is a rare
occurrence), the algorithm will automatically converge.

Algorithm 1. Sequential forward band selection.

Input: XARn�p; yAZn

Initialize : q’1, converge’false, S’∅, R’f1;2;…; pg
for j¼1 to p do ▹ Step 1: find best individual
band
aj’IMDaccuracyðxj; yÞ

end for
a⋆’max

j
ðajÞ; j⋆’argmax

j
ðajÞ ▹ best accuracy

and band index
S’S [ j⋆, R’R n j⋆ update band sets
while qrp3:converge do ▹ Step 2: sequentially

add remaining bands
for k¼1 to p�q do ▹ loop over remaining

bands
T ’S [ RðkÞ ▹ add kth band to the

temporary set
ak’IMDaccuracyðX UT ; yÞ Section 2.4

end for
b⋆’max

k
ðakÞ, k⋆’argmax

k
ðakÞ

if b⋆4a⋆ then ▹ Step 3: check if
accuracy improved

S’S [ k⋆, R’R n k⋆ ▹ update band sets
q’qþ1; a⋆’b⋆

else ▹ accuracy did not improve
converge’true

end if
end while

Output: SAZq

2.3. Joint sparse band selection

Principal component analysis (PCA) is one of the most com-
monly used tools for hyperspectral data interpretation, dimen-
sionality reduction and visualization [25]. PCA transforms spectral
data from input feature space to an orthogonal feature space
which corresponds to the direction of maximal variance of the
spectral bands. It is particularly useful for reducing HS data
dimensionality by projection to a subspace defined by the k most
significant basis vectors ðkopÞ. However, each principal compo-
nent is obtained as a linear combination of all the bands making
hyperspectral data interpretation difficult, and essentially requires
all bands to be acquired.

Let X¼ ½x1; x2;…; xn�> be the matrix of n normalized spectral
response vectors, xARp, each corresponding to an ink pixel.
Assume that the sample mean xARp has been subtracted from
all n observations so that the columns of X are centered. Generally,
a PCA basis can be computed by singular value decomposition of

Fig. 2. A sample document captured in RGB with a flatbed scanner (left) and selected bands captured by our hyperspectral document imaging system (right). Notice how the
photometric properties of the five inks vary when exposed to narrow bands of light.

Z. Khan et al. / Pattern Recognition 48 (2015) 3615–3626 3617



the data matrix:

X¼USV> ð2Þ
where VARp�p are the PCA basis vectors (loadings) and S is the
diagonal matrix of eigenvalues. The basis V is orthonormal such
that v>

i vj ¼ 0 8 ia j and v>
i vj ¼ 1 8 i¼ j. If X is low rank, it is

possible to significantly reduce its dimensionality by using the
kop significant basis vectors. The projection of data X upon the
orthonormal basis V gives the first k principal components (scores).
Alternatively, PCA can also be formulated as a regression type
optimization problem:

argmin
Â

‖X�XAA> ‖2F subject to A>A¼ Ik ð3Þ

where ‖ � ‖F is the Frobenius norm, AARp�k is an orthonormal basis
fα1;α2;…;αkg. Here, A is equivalent to the first k columns of V. Note
that each principal component is derived from a linear combination of
all p bands and α is typically non-sparse. In order to obtain a sparse
PCA basis, a regularization penalty term may be included in the
regression formulation (3). Inclusion of a sparse penalty may reduce
the number of bands involved in each linear combination for obtaining
the principal components. One way to obtain sparse basis vectors is by
imposing the ℓ0 constraint upon the regression coefficients (basis
vectors):

argmin
Â ;B̂

‖X�XBA> ‖2F þλ
Xk

j ¼ 1
‖βj‖0 subject to A>A¼ Ik ð4Þ

where BARp�k corresponds to the required sparse basis
fβ1;β2;…;βkg. The ℓ0-norm regularization term penalizes the number
of non-zero coefficients in β, whereas the loss term simultaneously
minimizes the reconstruction error ‖X�XBA> ‖2F . If λ is zero, the
problem reduces to finding the ordinary PCA basis vectors, equivalent
to (3). When λ is large, most coefficients of βj will shrink to zero,
resulting in sparsity as shown in Fig. 4(a).

Since each row of B corresponds to a particular band, the sparsity
within each row of B may be used to find the relative importance of
the bands. If all coefficients in a row turn out to be zero, the
corresponding band will become irrelevant to the computation of

the basis vectors. We therefore suggest a special type of sparsity which
enforces most rows of B to be zero, while the other rows may contain
all non-zero coefficients. This type of sparsity among the basis vectors
may be called joint sparsity (Fig. 4(b)). Note that the existing variants of
sparse PCA [26–30] do not account for this type of joint sparsity, and
therefore cannot be used for band selection. We propose a joint sparse
PCA formulation which enforces the ℓ2;0 matrix norm on B instead of
the previously used ℓ0 vector norm:

arg;min
Â ;B̂

‖X�XBA> ‖2F þλ‖‖βi‖2‖0 subject to A>A¼ Ik ð5Þ

Fig. 3. Hyperspectral document image binarization. Notice the high energy in the center of the paper compared to the edges. Local image thresholding is far superior to
global image thresholding because of invariance to non-uniform illumination.

Fig. 4. The sparsity patterns are shown in pseudo-colors (white cells correspond to
zero coefficients and shaded cells are non-zero coefficients). The simple sparsity is
unconstrained with respect to the basis and therefore may end up using all bands.
Joint sparsity penalizes the rows of the basis and explicitly uses a few bands.
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where βi is the ith row of B (1o iop). The minimization of ℓ0-norm
over the ℓ2-norm of the rows of B will force most of the rows to be
null (for a sufficiently high value of λ). Although use of ℓ2;0 penalty
gives a joint sparse basis, it makes the minimization non-convex and
its solution is NP-hard. In general, the ℓ0 normminimization is relaxed
to ℓ1 norm [31] to reach an approximate solution. Therefore, we solve
the following approximation to the joint sparse PCA formulation:

argmin
Â ;B̂

‖X�XBA> ‖2F þλ
Xp
i ¼ 1

‖βi‖2 subject to A>A¼ Ik ð6Þ

where the regularization term is often called ℓ2;1 norm of a matrix.
Although, the above formulation ensures a joint sparse PCA

basis, simultaneous optimization of A and B makes the problem
non-convex. If one of the two matrices is known, the problem
becomes convex over the second unknown matrix. Hence, a locally
convex solution of (6) can be obtained by iteratively minimizing A
and B. Therefore, the joint sparse PCA formulation (6) is divided
into two independent optimization problems. In the first optimi-
zation problem, A is initialized with V (from (2)) and the mini-
mization under the joint sparsity constraint on B is formulated as

argmin
B̂

‖XA�XB‖2F þλ
Xp
i ¼ 1

‖βi‖2 ð7Þ

which is similar to a multi-task regularized regression problem
[32]:

argmin
Ŵ

‖Q�XW‖2F þψ ðWÞ ð8Þ

where Q ¼XA is the response matrix, W¼ B is the matrix of
regression coefficients and ψ is any convex matrix norm. An
optimization problem of the form (8) can be efficiently solved by
proximal methods [33].

Theorem 2.1. The regularization loss term ‖X�XBA> ‖2F in (6) is
equivalent to ‖XA�XB‖2F given A>A¼ Ik.

Proof. The proof of this theorem is as follows from the minimiza-
tion of the loss term ‖X�XBA> ‖2F
X�XBA> ¼ C CARn�p is a residue matrix; Ca0 ð9Þ

XA�XBA>A¼ CA multiplying by A ð10Þ

XA�XB¼ CA since A>A¼ Ik ð11Þ

XA�XB¼ E since A is fixed; E¼ CA is also constant □ ð12Þ

Once the solution for B is found by (7), the next step is to solve
the second problem, i.e., optimizing with respect to A. For a known
B the regularization penalty in (6) becomes irrelevant for the
optimization with respect to A. Therefore, the following objective
function is required to be minimized:

argmin
Â

‖X�XBA> ‖2F subject to A>A¼ Ik ð13Þ

A closed form solution for minimizing (13) can be obtained by
computing a reduced rank procrustes rotation [26].

Theorem 2.2. Â ¼ _U _V
>

is the closed form solution of (13).

Proof. We first expand the Frobenius norm

‖X�XBA> ‖2F ¼ TrððX�XBA> Þ> ðX�XBA> ÞÞ ð14Þ

‖X�XBA> ‖2F ¼ TrððX> �AB>X> ÞðX�XBA> ÞÞ ð15Þ

‖X�XBA> ‖2F ¼ TrðX>XÞ�TrðAB>X>XÞ�TrðX>XBA> Þ
þTrðAB>X>XBA> Þ ð16Þ

‖X�XBA> ‖2F ¼ TrðX>XÞ�2TrðX>XBA> ÞþTrðB>X>XBÞ ð17Þ
The middle term in (17) arises due to the fact that the trace of a
matrix and its transpose are equal. The last term has been
simplified to B>X>XB due to orthogonality constraints on A.
Therefore, minimizing the loss function requires maximizing the
trace of X>XBA> , since it is negative. Assume the SVD of X>XB is
_U _S _V

>
, then

TrðX>XBA> Þ ¼ Trð _U _S _V
>
A> Þ ð18Þ

TrðX>XBA> Þ ¼ Trð _V >
A> _U _SÞ ð19Þ

Eq. (19) is drawn from the cyclic nature of the trace of a product of
matrices. Since, _S is a diagonal matrix, Trð _V >

A> _U _SÞ is maximized
when the diagonal of _V

>
A> _U is maximum. This is true when

_V
>
A> _U ¼ I. Therefore, after simplification, A> _U ¼ _V or A¼ _U _V

>

is the closed form solution of (13). □

The alternating minimization process is repeated until conver-
gence or until a specified number of iterations is reached. The
obtained joint sparse basis B has exactly qop non-zero rows. A
reduced band index set R is computed which contains the indexes
of the non-zero rows of B. Then all possible subsets T of the
reduced band set R are tested for ink mismatch detection. This is
done by obtaining a reduced data matrix ðX UT Þ by taking the
columns of X indexed by each set T and computing mismatch
detection accuracy. The subset T which maximizes accuracy is
chosen as the selected band set S. Algorithm 2 summarizes the
procedure for joint sparse band selection (JSBS).

Algorithm 2. Joint sparse band selection.

Input: XARn�p, yARn; λ; ϵ; imax

Initialize : i’1, converge’false, S’∅, R’f1;2;…; pg
USV>’X ▹ SVD of X
A’V U f1:kg;B’0 ▹ Initialize A with 1st k basis vectors
and B with zeros
while ir imax3:converge do

B̂’min
B

‖XA�XB‖2F þλ‖B‖2;1 ▹ Step 1: Find B

given A
_U _S _V

>
’X>XB̂ ▹ Step 2: Find A given B

Â’ _U _V
>

if ‖B� B̂‖Foϵ then ▹ Step 3: Check
convergence

converge’true

else

B’B̂;A’Â ▹ Update A;B
i’iþ1

end if
end while

R’fjAR : ‖βj‖2 ¼ 0g ▹ Step 4: Obtain reduced
subset of bands
S’argmax

T
IMDaccuracyðX UT ; yÞ; 8T DR ▹ Section 2.4

Output: SAZq

2.4. Ink mismatch detection accuracy computation

In Sections 2.2 and 2.3, we proposed two algorithms for band
selection from ink spectral responses. Using the selected bands, a
reduced data matrix Z is used for ink mismatch detection. We
cluster the pixels belonging to g inks using k-means algorithm
[34]. K-means minimizes the squared Euclidean distance between

Z. Khan et al. / Pattern Recognition 48 (2015) 3615–3626 3619



the cluster centroid and its members by the following criteria:

argmin
Ĉ

Xg
i ¼ 1

X
zj A Ĉ i

‖zj�z i‖2; ð20Þ

where ‖ � ‖2 is the squared error between the cluster member
zjARq and its centroid z i. zj is the jth row of matrix Z which is in
the ith cluster Ĉ i. The total number of clusters is g which relates to
the number of inks in Z.

Let YARn�g be the ground truth class indicator matrix such
that

Yij ¼
1 if zjACi
0 otherwise

(
ð21Þ

where Ci is the ground truth cluster of ink i. Also, let ŶARn�g be
the class indicator matrix predicted by k-means clustering

Ŷ ij ¼
1 if zjA Ĉ i

0 otherwise

(
ð22Þ

The mismatch detection accuracy of ith ink class is defined as
the number of correctly labeled pixels of ith ink divided by the
number of pixels labeled with ith ink in either the ground truth
labels yi or the predicted labels ŷ i [35]. The mismatch detection
accuracy is computed as

accuracy¼max
g!

1
g

Xg
i ¼ 1

Ti

TiþFiþNi
ð23Þ

where

Ti ¼ yi4 ŷ i-no: of correctly labeled pixels of the ith ink
Fi ¼ y0i4 ŷ i-no: of pixels incorrectly labeled as ith ink

Ni ¼ yi4 ŷ 0
i-no: of incorrectly labeled pixels of ith ink

It is important to note that according to this evaluation metric, the
accuracy of a random guess (e.g., in a two class problem) will be
1/3. This is different to common classification accuracy metrics
where the accuracy of a random guess is 1/2. This is because the
metric additionally penalizes false negatives which is crucially
important in mismatch detection problem.

3. Writing ink hyperspectral image database

Cameras have recently emerged as an alternative to scanners
for capturing document images. However, the focus has remained
on mono-/tri-chromatic imaging. We outline and discuss the key
components of our hyperspectral document imaging system,
which offers new challenges and perspectives. We discuss the
issues of spatial/spectral non-uniformity in data acquisition and
propose solutions via pre and post-processing.

3.1. Acquisition setup

The hyperspectral document imaging system is illustrated in
Fig. 5. The system consists of a monochrome machine vision
camera with a native resolution of 752�480 pixels. In front of
the camera is a focusing lens (1:1.4/16 mm). In order to capture
hyperspectral images in discrete wavelength channels, a liquid
crystal tunable filter (LCTF) is placed in the front of the lens. We
chose the tunable filter due to its fast frequency tuning in the
visible spectrum ðo50 msÞ. The filter bandwidth, measured in
terms of the full width at half maximum (FWHM) is 7–20 nm which
varies with the center wavelength. The scene is illuminated by
halogen lamps on both sides of the document. A controller
(computer) triggers cycles of filter tuning/image acquisition at a

high speed allowing for efficient image capture. The filter is tuned
in the 400–720 nm range at steps of 10 nm so that a 33 band HSI is
captured in less than 5 s. RGB scanned images at resolutions of
150, 300 and 600 dpi were also collected using a flatbed scanner
for baseline comparison with HSI.

3.2. Database specifications

Using the described hyperspectral imaging setup, we have
prepared a dataset that has a total of 70 hyperspectral images of
hand-written notes by 7 subjects. All subjects were instructed to
write the sentence, ‘The quick brown fox jumps over the lazy dog’,
once in each ink on a white paper. The pens included 5 varieties of
blue ink and 5 varieties of blank ink. It was ensured that the pens
came from different manufacturers while the inks still appeared
visually similar. All efforts were made to avoid prolonged exposure
to ambient/daylight by keeping the samples under cover in dark.
This is because inks might undergo slight transformation in their
spectral properties due to chemical reactions induced by light.
Such an occurrence might better distinguish two inks, but would
bias the analysis. Moreover, all samples were collected in one
session so that their effective age is the same.

3.3. Spectral reflectance compensation

Common illumination sources generate lower spectral power in
shorter wavelengths as compared to longer wavelengths. An
observation of the LCTF transmittance in Fig. 6(b) is that the
amount of light transmitted is a function of the wavelength such
that, the shorter the wavelength λ, the lower the filter transmit-
tance and vice versa. Finally, the sensor quantum efficiency is also
variable with respect to the wavelength as shown in Fig. 6(c).
Typically, each band of a hyperspectral image is captured with a
fixed exposure time. With a fixed exposure setting, the captured
hyperspectral image looks as shown in Fig. 6(d) which has low
energy at shorter wavelengths and high energy at longer wave-
lengths of the spectrum.

A common approach to address this issue is to perform a white–
black calibration [11]. Its main idea is to normalize each band with
respect to the spectral reflectance of white/black reference patches.
However, since LCTF transmittance gets very small (low signal-to-
noise ratio) in near-ultraviolet spectral range, use of white/black

Fig. 5. An illustration of the proposed hyperspectral document image
acquisition setup.
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calibration amplifies noise in those bands. Instead, we use a variable
exposure time imaging strategy. The exposure times are pre-
computed for each band such that a reference white patch has a
flat (uniform) spectral response across all bands. This enables
simultaneous compensation for spectral variation due to illumina-
tion, filter and sensor. Using the exposures in Fig. 6(e), spectral
uniformity is achieved in all bands as shown in Fig. 6(f). Note that in
order to compensate for the limiting factors of this system, long
exposure is required for bands in shorter wavelengths and short
exposure is required in longer wavelengths.

3.4. Spatial illumination homogenization

In camera based document imaging, the use of a nearby
illumination source induces an inhomogeneous scalar field over
the document image as shown in Fig. 3(a). This means that there is
a spatial non-uniformity in illumination energy. The result is that
the pixels near the center of the image are brighter (high energy)
as compared to the pixels farther away towards the edges (low
energy). The effect can be minimized by using light diffuser [36,37]
or specialized illumination geometry [11]. However, introduction
of diffuser could result in low light intensity and decrease the
signal-to-noise ratio of images.

We propose a post-capture normalization strategy which
neither requires a diffuser nor an additional pre-calibration step.
Let IijARp be the spectral response at the image pixel (i,j). It is
evident that illumination inhomogeneity is primarily a function of
pixel coordinates (i,j) and does not depend on the spectral
dimension. If each pixel is normalized by the magnitude of radiant

energy at that pixel, the effect of inhomogeneity can largely be
reduced. Hence, normalizing the spectral response vector at each
pixel to a unit magnitude will largely compensate for the effect of
non-uniform illumination intensity.

Î ij ¼
Iij

J Iij J
ð24Þ

where Î ij is the normalized spectral response. This assumption will
hold for each (i,j) as long as Iij is not saturated. Thus, it is important
to restrict the exposure to a level which does not saturate any pixel
of the image. This requirement is effectively satisfied by the
strategy presented in the previous section.

4. Experiments and analysis of results

Multi-ink handwritten notes are formed using single ink notes by
individual words of each ink in equal proportion (see Appendix A for
effect of disproportionate inks). If the number of inks in a note is
unknown, g can theoretically lie in the range ½1;n�. For the sake of this
analysis, we fix g¼2, i.e., we assume that there are two possible inks
in the image. This is a practical assumption in questioned document
examination where the original note is written with one pen and is
suspected to be forged by a second pen. We also keep ink mismatch
detection experiments for blue and black inks separate, as different
colored inks can be easily distinguished simply by visual examination.
In our analysis, five different inks, taken two at a time, result in ten ink
combinations, for blue and black color each. In the following experi-
ments, cij will denote the combination of ink i with ink j such that
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Fig. 6. (a) Spectral power distribution of the illuminant. (b) Transmission functions of the LCTF (only shown for seven different bands for conciseness). (c) Quantum
efficiency of the CCD sensor. (d) Image captured with fixed exposure time. (e) Exposure times computed as a function of wavelength. (f) Image captured with variable
exposure time. Observe that the illumination power, filter transmission and sensor quantum efficiency is compensated by variable exposure time.
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i¼ 1;…;5 and j¼ iþ1;…;5. The mismatch detection accuracy is
averaged over all samples for each ink combination cij.

We begin by analyzing the efficacy of the proposed hyperspec-
tral document image spatial inhomogeneity correction. Fig. 7
shows two example handwritten notes in blue and black inks.
The images are made by combining samples of ink 1 and ink 2 of
blue and black inks, separately. The original images are shown in
RGB for clarity. The ground truth images are labeled in different
colors to identify the constituent inks in the note. The spatial
inhomogeneity of the illumination can be observed from the
center to the edges. The mismatch detection results on raw images
indicate that the clustering is biased by the illumination intensity,
instead of the ink color. After normalization of the raw HS images
using (24), it is evident that the illumination inhomogeneity is
highly suppressed. This results in accurate mismatch detection
which closely follows the ground truth.

We now analyze how HSI can benefit ink mismatch detection
compared to RGB images. Initially, we use all the bands of
hyperspectral image for the analysis and use 300 dpi RGB images
for comparison (see Appendix B for details). The mismatch detec-
tion accuracies by using HSI and RGB data are illustrated in Fig. 8.
It can be seen that HSI significantly outperforms RGB in separating
most ink combinations. This is evident in accurate clustering for
blue ink combinations c12, c14, c25, c35 and c45. In case of the black
inks, ink 1 is easily distinguishable from the other inks by using

HSI. This indicates that the RGB spectra is insufficient for distin-
guishing most ink combinations whereas for a few ink combina-
tions, even HSI seems insufficient. These results invite further
exploration of the most informative bands in HSI.

To study whether inks become more distinguishable in differ-
ent regions of the spectrum, we plot the average normalized
spectra of inks, in Fig. 9. These graphs are the outcome of average
spectral response of each ink over all samples in the database. In
order to evaluate the contribution of spectral ranges to ink
discrimination, we perform separate experiments in sub-ranges,
namely, low-visible (400 nm–500 nm), mid-visible (510 nm–

590 nm) and high-visible range (600 nm–720 nm). These sub-
ranges roughly correspond to the blue, green and red regions as
no clear sub-categorization of the visible spectrum is defined in
the current literature.

Fig. 10 shows the results of separate experiments in low-visible,
mid-visible and high-visible range. For a majority of ink combina-
tions, the high-visible range is most accurate, followed by the mid-
visible and the low-visible range respectively. Observe, however,
that the black ink combinations c34, c35 and c45 are more
distinguished in the low/mid-visible range which can be validated
by referring to Fig. 9. Hence, it is likely that the inks are better
distinguished in “specific bands” of the visible spectrum.

We now analyze the proposed band selection method and
compare its performance to the related feature selection methods

Fig. 7. An illustration of ink mismatch detection on a blue ink and a black ink image, acquired using adaptive exposure. The ground truth ink pixels are labeled in pseudo-
colors (green: ink 1 and red: ink 2). The spatially non-uniform illumination pattern can be observed in raw HS images, with high energy in the center and low towards the
edges. Normalization removes the illumination bias and greatly improves mismatch detection accuracy. (For interpretation of the references to color in this figure caption,
the reader is referred to the web version of this paper.)
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(SFBS [18] and L21-SPCA [17]). A leave-two-inks-out protocol is
adopted to avoid bias of the selected features towards particular
inks. In each fold, bands are selected from three ink combinations
and tested on one ink combination while leaving the remaining
seven ink combinations that contain either of the two test inks. For
example, if the test ink combination is c12, all ink combinations
containing either ink-1 or ink-2 ðc12; c13; c14; c15; c23; c24; c25Þ are
left out and the bands are selected from ðc34; c35; c45Þ.

The accuracy on test data and the number of selected bands by
each method is listed in Table 1. A higher accuracy by a band
selection method indicates its selection of informative bands. On
the contrary, a lower accuracy indicates missing out on informa-
tive bands (or selection of non-informative bands). Another
important aspect of band selection is the number of bands that
achieve a certain level of accuracy. Naturally, when band selection
methods achieve similar accuracies, fewer selected bands are
preferred. Moreover, it is likely for band selection methods to
select same bands and achieve equal accuracies, in which case
they are at par. Finally, the maximum number of bands selected by
a method for any fold is a representative of the compactness of its
selected feature space.

The accuracy using all bands (HSI-All) is useful for assessing the
effectiveness of band selection methods. The SFBS method
although improves over HSI-All for most ink combinations, but
deteriorates for a few ink combinations which results in a low
mean accuracy. The JSBS method results in the highest accuracy
except for blue ink combinations c15 and c24 where SFBS is better
(see Table 1). The L21-SPCA is closest in performance to JSBS in
blue inks, however, JSBS has a clear advantage on all black ink
combinations. Interestingly, black ink combination c12 is most
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Fig. 9. Spectra of the blue and black inks under analysis. Note that at some ranges the ink spectra are more distinguished than others. (For interpretation of the references to
color in this figure caption, the reader is referred to the web version of this paper.)
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Table 1
Mismatch detection accuracies of all band selection methods on the test dataset
using leave-two-inks-out strategy (both test inks have not been used in the training
stage for band selection). The number of selected bands is reported in parenthesis.
The accuracy of best performing method on each ink combination is emphasized in
boldface.

Fold HSI-All,
% Acc.

SFBS,
% Acc. (# bands)

L21-SPCA,
% Acc. (# bands)

JSBS,
% Acc. (# bands)

Blue inks
c12 99.8 99.5 (4) 99.8 (4) 99.8 (4)
c13 61.0 98.2 (5) 99.5 (3) 99.5 (3)
c14 99.7 99.9 (5) 99.9 (6) 99.9 (2)
c15 62.3 83.3 (6) 59.4 (1) 73.6 (2)
c23 50.0 54.3 (6) 59.0 (1) 59.0 (1)
c24 40.0 58.0 (4) 44.1 (2) 44.2 (2)
c25 98.9 98.6 (4) 99.1 (2) 99.1 (2)
c34 45.5 45.6 (4) 91.6 (3) 93.0 (3)
c35 96.9 95.9 (5) 98.9 (2) 99.0 (3)
c45 99.7 99.8 (3) 99.8 (3) 99.8 (3)

Mean (max) 75.4 83.3 (6) 85.1 (6) 86.7 (4)

Black inks
c12 99.9 100.0 (6) 100.0 (2) 100.0 (1)
c13 96.2 80.4 (6) 94.5 (2) 98.7 (4)
c14 99.2 96.0 (5) 99.0 (2) 99.6 (5)
c15 98.9 97.5 (5) 99.2 (3) 99.7 (6)
c23 69.5 84.7 (7) 91.6 (1) 91.6 (1)
c24 61.9 79.9 (10) 89.0 (1) 89.0 (1)
c25 50.2 82.8 (6) 86.1 (2) 86.1 (2)
c34 50.3 58.7 (3) 60.9 (2) 69.3 (2)
c35 60.8 67.1 (8) 77.2 (4) 84.4 (3)
c45 60.4 60.6 (4) 70.7 (5) 72.2 (5)

Mean (max) 74.7 81.8 (10) 86.8 (5) 89.0 (6)
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easily distinguished by all methods as their spectra are highly
distinguishable. In contrast, the relatively low accuracy of all
methods on black ink combinations c34, c35 and c45 is imminent
from their highly similar spectra (see Fig. 9).

An important point to note is that the SFBS method selects a
fairly high number of bands compared to L21-SPCA and JSBS. This
is one of the major drawbacks of sequential feature selection
which is forced to accumulate features until no further gain in
accuracy is observed. In contrast, sparse coding based band
selection is spontaneous and is able to select lower number of
features as demonstrated by L21-SPCA and JSBS. Overall, the
average accuracy of the proposed JSBS is better than L21-SPCA,
SFBS and HSI-All for ink mismatch detection.

Fig. 11 shows ink mismatch detection results of different methods
on example blue and black ink combinations. For the blue ink
example, several boundary pixels of ink 3 are falsely grouped with
ink 4, implying low accuracy by HSI-All, SFBS and L21-SPCA.
However, this effect is least prominent in JSBS which groups majority
of ink pixels according to the ground truth. Although the black ink
example is visually hard to distinguish than blue ink, it yields
relatively accurate results. Few words which are confused by HSI-
All, SFBS and L21-SPCA are associated to the correct ink by JSBS. The
presented JSBS method shows a remarkable performance gain for the
case of black ink discrimination.

5. Discussion

Hyperspectral document imaging has immense potential for
forensic document examination. We demonstrated the benefit of
hyperspectral imaging in automated ink mismatch detection. The
non-informative bands were effectively reduced by the proposed
joint sparse band selection technique. Band selection gives an
insight into how a customized multispectral imaging device with
a smaller number of bands can be designed for ink mismatch
detection, for instance, by combining an imaging sensor with a
mechanical filter wheel [38]. Such devices may hugely benefit from
the proposed findings in the selection of an optimal combination of
filters which can be custom built for desired wavelengths.

One way to further improve mismatch detection accuracy would
be to take spatial neighborhoods into account. Recall that the spectral
responses of ink have been separated on a pixel-by-pixel basis. An
interesting research direction would be to explore spatial pixel
neighborhoods at sub-stroke level and develop algorithms that are
sensitive to local spectral reflectance variations within a stroke.
Another promising direction would be to explore spectral unmixing
[39] in cases where two inks are superimposed, for instance, in the
case of over-writing. We hope that the results presented in this paper
along with the exciting new challenges would trigger more research
efforts in the direction of automated hyperspectral document analysis.

Fig. 11. Ink mismatch detection result on example test images. We purposefully selected two hard cases so that the capability of band selection based ink mismatch
detection is visually appreciable. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
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Appendix A. Disproportionate inks

In this work, we used equal ink proportions (i.e., false writing
to original writing) for conducting the experiments. Fig. A1 shows
the effect of varying ink proportions on mismatch detection
accuracy. It was experimentally realized by disproportionately
combining words of different inks in a note. It was observed that
highly disproportionate cases are less distinguishable which can
be seen for ink proportions 1:8 and 8:1. For highly distinguishable
ink combinations, the trend of accuracy in relation to ink propor-
tion is generally symmetric.

Disproportionate ink mismatch detection is challenging
because it is inherently an unbalanced clustering problem. This
requires sophisticated clustering algorithms and is the focus of our
future work. Note that our current approach can still be used to
detect disproportionate inks using a sliding window. At some
point, the window will contain equal proportions of two inks and
the detection algorithm will show a peak at that point.

Appendix B. The effect of RGB image resolution on ink
mismatch detection

In this work, we resorted to 300 dpi RGB images, as it is the
most widely used resolution in document analysis systems. Fig. B1
shows the average accuracy at two commonly used RGB resolu-
tions (150 and 300 dpi) for all ink combinations. Since, discrimina-
tion of inks relies primarily on the spectral dimension compared to
the spatial dimension, the spatial resolution of RGB images has a
minor impact on the degree of accuracy. Our experiments with up
to 600 dpi scanning did not produce any significant improvement.
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Fig. B1. Ink mismatch detection accuracy from RGB images. Note that neither black, nor blue inks could be reliably discriminated.
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