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Abstract

In this paper we present a novel method for au-
tomatic text-line parameter selection for stereo image
pairs. The parameters are selected such that correspon-
dence between the same content in a stereo pair is max-
imized. Automatic parameter selection has been car-
ried out by establishing robust text-line correspondence
which is also a contribution of the presented work. The
proposed method is applied to one text-line extraction
algorithm as a proof of concept. The results are com-
pared with the ground truth to show the validity of the
method.

1. Introduction

Capturing a high quality model of a book surface is
necessary for dewarping algorithms, e.g. [8, 9], which
are used to produce flat output from camera captured
documents. It is essential to establish robust correspon-
dences between the stereo images in order to obtain a
high quality 3D model. However, due to a lot of texture-
less regions and self similarity of text it is challenging
to obtain robust matches.

The importance of text-line correspondence for ro-
bust matching has been signified in [1]. The approach
uses a naive ordering based method for establishing
text-line correspondences which suffers from text-line
extraction errors. The work was concerned with show-
ing the improved robustness of 3D matches by using
text-line information. It was assumed that the text-lines
are almost perfect. In case, if there are some errors in
text-line extraction, it was assumed that they are iden-
tical for both of the images in stereo pair. This as-
sumption allowed applying a naive approach for text-

line correspondences. This assumption does not hold
true in most of the cases and suffers from wrong corre-
spondences. This is illustrated in Figure 1. The box at
the top of figure shows that one line segment which has
been detected in the left image is missed altogether on
the right image. A missing component creates ordering
problem for the approach presented in [1] which will
result in false matches. The second box in the figure
shows that some text which belongs to one text-line is
considered as a part of another line. It will result either
in no match or will produce false matches. The above
mentioned problem could be avoided with a technique
which works on the content of the page. It is important
to mention that if identical text-line extraction errors oc-
cur in both of the images then matching procedure will
remain unaffected given that one could establish robust
text-line correspondences. This paper aims on improv-
ing the approach presented in [1] by introducing content
based text-line correspondence establishment which is
afterwards used for parameter selection of text-line ex-
traction algorithm.

We now introduce a state-of-the-art text-line extrac-
tion algorithm proposed by [2] used in this paper. It is
based on novel line filter bank which can be tuned to
adapt to the structure of the image in combination with
isotropic Gaussian filter. The line filter bank has a range
of length (Lrs → Lre) in pixels and the orientation (θ)
as free parameters while Gaussian is characterized by
the standard deviation (σr). Internally these parameter
are computed from the image statistics based on con-
nected components such as average width, height etc.

Intricate line segments are produced when this algo-
rithm is used for stereo images under the same param-
eter settings due to perspective distortions. It is desired
to have a method which performs automatic parameter
selection in order to minimize the dissimilarity in the
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Figure 1: Text-line extraction errors on a small part of the left and right image of the same document captured from different per-
spectives. The upper boxes connected with lines show that one component is removed. Lower boxes show the incorrect assignment
of text-line segments.

segmented content of stereo images.
The presented work has two major contributions.

First is the establishment of robust text-line correspon-
dence based on SIFT [5] matching. Each text-line of left
image is matched with each text-line of the right image
of the stereo pair to obtain a similarity score. The line
correspondence problem is solved using the Munkres’
[6] version of Hungarian Algorithm [4]. Secondly, It
automatically selects optimal set of parameters for text-
line extraction algorithm based on the robust correspon-
dence established between the lines corresponding to
the stereo pair. To the best of our knowledge, currently
there exists no such approach for the selection of pa-
rameters for text-line extraction algorithms for stereo
images. In order to demonstrate the effectiveness of the
proposed method, we compare our results with ground
truth quantitatively and the output images are inspected
visually.

Next section provides the details of the proposed
method which is followed by the experimental results
and conclusion.

2. Proposed Method

2.1 Preprocessing

The images are first binarized with Sauvola [7]- a lo-
cal adaptive thresholding method. A set of values for
all the parameters is preselected. The text-line extrac-
tion is performed with every parameter contained in the
selected set. SIFT features are detected and a bag of
features is assigned to every segmented line based on
the occupancy of its connected components in the cor-
responding page as described in [1].

2.2 Feature Matching

The matching between bag of features has been car-
ried out using the similarity measure between the de-
scriptors. Let f be the feature belonging to bag Bli,I1 ,
the ith line in the first image and f

′
belonging to Blj ,I2

be the jth line in the second image the similarity is
given by

s(Bli,I1(f), Bli,I2(f
′
)) = ||dI1(f) − dI2(f ′ )||2

and matching simply based on this similarity is

m(Bli,I1(f), Bli,I2)) = arg min
f ′∈Bli,I2

||dI1(f)−dI2(f ′ )||2

where dI1(f) and dI2(f ′ ) are the descriptors correspond-
ing to feature f and f

′
from image I1 and I2 respec-

tively.
A simple procedure described by [5] is used for re-

jecting matches. All the matches with distance ratio
greater than 0.8 between the first and the second closest
neighbor are rejected.

After that matches are cleaned using epipolar con-
straint

qTr Fql = 0

where ql is a point from the left image and qr its cor-
responding match in the right image and F is the funda-
mental matrix. F is estimated from the set of matches
by applying RANSAC [3].

2.3 Line Correspondences and Parameter
Optimization

In this section we outline a global optimization ap-
proach to find the best line correspondences between
a stereo image pair. It utilizes the number of detected
SIFT features and number of matches for every possi-
ble line pairing.
Assume lL denotes the number of lines in the left image
and lR denotes the number of lines in the right image.
Lets further assume that nl gives the number of detected
features in line l of the left image and nr gives the num-
ber of detected features in line r of the right image. The
quality of the match of a line pair could be determined
by the number of matched SIFT features. Counting only
the number of matches could be misleading because a
line with very few feature would almost match every big
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Figure 2: Image pairs that achieved the highest and lowest score calculated by the proposed algorithm (a-b) Left and right page
(portion) of the pair with highest score. The pair contains few text-line extraction error which are identical in both images (c-d)
Left and right page (portion) of the pair with lowest score. It contains a lot of extraction errors which are not identical.

patch due to self similarity of document content. In or-
der to overcome this problem we define a normalizing
factor which is the maximum of the amount of infor-
mation available in both of the lines. This allows us
to define a similarity measure flr, which describes the
likelihood, that line l corresponds to line r:

flr = mlr/max(nl, nr)

where mlr denotes the number of matches between
lines l and r.
Now the similarity matrix

S = (flr)1≤l≤lL, 1≤r≤lR

can be built, which compares each line of one image
with each line of the other image. After building S we
normalize it, such that the 0 ≤ flr ≤ 1 for all l, r.
The Hungarian Algorithm solves the assignment prob-
lem such that the cost is minimized. Since we are in-
terested in maximizing the score, we invert the values
by subtracting each flr from 1, which allows us to ap-
ply the Hungarian algorithm on S for determining the
maximum similarity assignment of text-lines.

For parameter selection lets assume we have a set of
left images L = {L1, . . . , Ln} and a set of right im-
ages R = {R1, . . . , Rm},, where different parameters
were applied. The idea of the current step is to find the
pair (Li, Rj)1≤i≤n,1≤j≤m) that maximizes the quality

of line correspondences as determined by the Hungarian
algorithm, i.e.:

(i, j) = argmax
i,j

∑
l,r

Sij , 1 ≤ l ≤ lLi , 1 ≤ r ≤ lRj

where Sij is the similarity matrix for the image pair
(Li, Rj) as defined in the previous section and lI de-
notes the number of lines detected in image I .

3. Experimental Results

The parameters which are used in experimental re-
sults are standard deviation (σr) and the range lengths
of line filter bank i.e. Lrs and Lre. These parame-
ters are relative quantities based on the statistics of the
connected components detected in the image. Some
commonly used parameters values are selected for the
experiments and are as follows: σr, Lrs and Lre has
ranges [0.25, 0.5], [5, 10] and [10, 15, 20] respectively.

We show the results of the parameter selection for
the text-line extraction algorithm for the image pairs,
with the highest and lowest scores, both visually in Fig-
ure 2 and quantitatively in Table 1. The text-lines are
colored on the basis of output produced by text-line ex-
traction algorithm. Each color represents a unique line
segment. The dotted red circles in the image depict text-
line extraction errors. In Figures 2a and 2b a portion of
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Pair with highest score Pair with lowest score
Perspective left right left right
Segmented Components (Ground truth) 35 35 35 35
Segmented Components (Image) 35 36 37 53
Under-segmented Components 5 7 8 20
Over-segmented Components 5 6 6 5

Table 1: The comparison of the image pairs with the highest and the lowest score with the ground truth. The pair with highest score
is identical to groundtruth in comparison with the one with the lowest score.

the left and the right page of the best selected pair is
shown respectively. It can be observed in the upper part
of the figure that the best pair has very few extraction er-
rors and the text-lines are almost the same in both of the
left and the right images. There are a few errors which
are identical and robust establishment of the correspon-
dences is merely affected. Figures 2c and 2d depict a
portion of the left and the right page respectively for
the image pair with the lowest score. It is clear that this
pair is suffering from a lot of extraction errors with high
rate of mismatching and hence receives a bad score by
the proposed method. Although, the robust line corre-
spondence presented in the paper would compensate for
any wrong alignments of text-lines but these areas will
be omitted from feature matching step which will lower
the overall quantity of number of correct matches.

Table 1 contains the number of ground truth compo-
nents, number of segmented components, the total over
and under segmentation errors. It can be observed that
the pair with highest score for the text-line extraction
is very close to the ground truth in terms of segmented
components and having less segmentation errors. We
have inspected visually that the segmentation errors are
occurring at the same content and will be aligned cor-
rectly by the algorithm. On the other hand, the pair with
the lowest score varies a lot in terms of segmented com-
ponents not only with ground truth but also between left
and right images of the pair. Same is the case for the
other score provided in the table.

4. Conclusion and Future Work

Text-line extraction algorithms, for example the one
used in this paper, have free parameters and need man-
ual adjustment in order to obtain good performance for
facilitating feature matching in case of stereo images.
This paper has demonstrated that these parameters can
automatically be adjusted using robust text-line corre-
spondences. Presented work does not only select the
parameters automatically but also provides a way of es-
tablishing robust text-line correspondences which is the
core component of the proposed method. Future work

may include evaluation of text specific features for in-
creasing robustness.
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